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Abstract
In this paper, we study the largest size A(n, d) of permutation codes of length n, i.e., subsets
of the set Sn of all permutations on n letters with the minimum distance at least d under
the Hamming metric. In Abdollahi et al. (Cryptogr. Commun. 15, 891–903 2023) we have
developed amethod using the representation theory of symmetric groups to find upper bounds
on the size of permutation codes in Sn with the minimum distance of d under the Kendall
τ -metric. The latter method is used for the permutation codes under the metric induced by
Cayley graphs of Sn . Since the metric induced by any Cayley graph of Sn is not equivalent to
the Hamming metric, we can not use the method for the Hamming metric. In this paper we
find a trick by which we can again use the method to find upper bounds for A(n, 2t + 1). We
present three practical results that prove the non-existence of perfect 2-error-correcting codes
in Sn under the Hamming metric for numerous values of n. Specifically, we prove that 91 and
907 are the only values for n ≤ 1000 for which Sn may contain a perfect 2-error-correcting
code under the Hamming metric. Additionally, we prove that for any integer n such that
n2 − n + 2 is divisible by a prime exceeding n − � n

7 �,

A(n, 5) ≤ 2 × n!
n2 − n + 2

− 20n − 56

(n2 − n + 2)
√
698n2 − 1428n + 1274

√
n!

(n − � n
7 �)! .

The result improves the known upper bounds of A(n, 5) for all integers n ≥ 35 such that
n2 − n + 2 is divisible by a prime exceeding n − � n

7 �.
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1 Introduction

Permutation Codes (PCs) are defined as subsets of the symmetric group Sn which consists
of all permutations of [n] := {1, . . . , n}. The study of PCs originated over 50 years ago with
articles such as [10, 11, 16, 19]. In recent years, there has been a resurgence of interest in PCs
due to their potential applications in various fields, including power line communications
[13, 14, 34], block ciphers [15], multilevel flash memories [3, 23, 24] and DNA storage [4].
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When a PC is used in a power line communication, its error correction capability depends
on its minimum Hamming distance. For any two permutations σ, τ ∈ Sn , the Hamming dis-
tance dH (σ, τ ) between σ and τ is defined by |M(στ−1)|, where M(α) := {i ∈ [n] ∣∣α(i) �=
i
}
for all α ∈ Sn . For 1 ≤ d ≤ n, a subset C ⊆ Sn is called a (n, d)-PC under the Ham-

ming metric, if min{dH (σ, ρ) | σ �= ρ, σ, ρ ∈ Sn} ≥ d . The largest size of a (n, d)-PC
under the Hamming metric is denoted by A(n, d). It is known that A(n, 1) = A(n, 2) = n!,
A(n, 3) = n!

2 and A(n, n) = n (see [18, Lemma 1.1]). These results arise from the permu-
tations of the symmetric group Sn , the alternating group An and a single orbit of a cyclic
group of order n, respectively. Also, in [19], when q is a prime power, using this fact that
the affine general linear group AGL(1, q) is sharply 2-transitive and the projective general
linear group PGL(2, q) is sharply 3-transitive, it is proved that A(q, q − 1) = q(q − 1)
and A(q + 1, q − 1) = (q + 1)q(q − 1). However, determining A(n, d) is challenging for
4 ≤ d ≤ n − 1, except in some specific cases. So far, several researchers have presented
lower bounds (see, e.g., [5–9, 13, 14, 19, 20, 26, 36]) and upper bounds (see, e.g., [12, 16, 18,
19, 25, 32]) on A(n, d). The goal of this paper is to provide new upper bounds on A(n, 5). As
part of this goal, we study perfect 2-error-correcting codes in Sn under the Hamming metric,
which we define below.

For a positive integer t , a Hamming ball centered at σ ∈ Sn of radius t in Sn under the
Hamming metric, denoted as BH

n (σ, t), is defined by BH
n (σ, t) := {α ∈ Sn | dH (σ, α) ≤ t}.

Notably, the size of a Hamming ball of radius t under the Hamming metric is independent
of the ball’s center. For convenience, we denote by BH

n (t) the size of BH
n (σ, t).

In the context of the Hamming metric, an (n, 2t + 1)-PC C of size M serves as a t-
error-correcting code. According to the sphere packing bound (see [36, Proposition 3]), we
have the inequality M · BH

n (t) ≤ n!. An (n, 2t + 1)-PC C that achieves this bound, i.e.,
M ·BH

n (t) = n!, is referred to as a perfect t-error-correcting code or a perfect PC of radius t
under the Hamming metric. That is, the balls with a radius of t around the codewords of C
partition Sn , meaning that Sn = ⋃c∈C BH

n (c, t), and BH
n (c, t) ∩ BH

n (c′, t) = ∅ for any two
distinct c, c′ ∈ C .

The study of perfect PCs under the Hamming metric began with Blake’s foundational
work [10], where he introduced necessary conditions for their existence. More recently,
Wang and Yin [35] expanded on this research, demonstrating the non-existence of perfect t-
error-correcting codes in Sn under the Hamming metric for various n and t . They concluded,
based on A(n, 3) = n!

2 and BH
n (σ, 1) = {σ }, that for n ≥ 3, Sn does not contain a 1-error-

correcting code under the Hamming metric (see [35, Theorem 4.2]). Furthermore, in their

work [35], they determined BH
n (2) to be n2−n+2

2 . By noting that M = n!
BH
n (2)

must be an

integer, they derived the following result:

Theorem 1.1 [35, Theorem 4.3] There does not exist a perfect 2-error-correcting code in Sn,
where n2 − n + 2 has a prime factor p > n, or 5 ≤ n < 11, or 12 ≤ n ≤ 17.

We have developed amethod in [2] using the representation theory of symmetric groups to
obtain upper bounds on the size of PCs of minimum distance d under the Kendall τ -metric.
Since this method is suited for PCs under the metrics induced by Cayley graphs of Sn , it
cannot be directly applied to the Hamming metric. In this paper, we introduce a new method
that makes this approach usable for obtaining upper bounds on A(n, d) (see Lemma 3.3).
Regarding the non-existence of perfect 2-error-correcting code in Sn under the Hamming
metric, we present three results below. We improve Theorem 1.1 as follows.
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Theorem 1.2 Let n and r be integers such that r ≤ n
5 . If

n2−n+2
2 is divisible by a prime

exceeding n − r , then there does not exist a perfect 2-error-correcting code in Sn under the
Hamming metric.

The following result is obtained by using the main result of [29] and improves Theorems
1.1 and 1.2.

Theorem 1.3 If n2−n+2
2 is divisible by a prime exceeding

√
n + 2, then there does not exist

a perfect 2-error-correcting code in Sn under the Hamming metric.

By a number partition λ of n with length m we mean an m-tuple (λ1, . . . , λm) of positive
integers such that λ1 ≥ · · · ≥ λm and n =∑m

i=1 λi . Also, by using the representation theory
of symmetric groups, we prove the following practical result.

Theorem 1.4 Suppose that n is an integer such that it admits a partition � = (λ1, . . . , λm)

with the following property:

(1) 1
2

∑m
j=1[(λ j − j)(λ j − j + 1) − j( j − 1)] > −1,

(2) 2 λ1!···λm !
n2−n+2

is not integer.

Then Sn contains no perfect 2-error-correcting code under the Hamming metric.

Note that according to [35, Theorem 4.3], the existence or non-existence of a perfect
2-error-correcting code in Sn under the Hamming metric remains unproven for a significant
number of cases, including 217 cases for n ≤ 1000 (17 cases for n ≤ 100). However,
by utilizing Theorems 1.3 and 1.4, we can establish the non-existence of perfect 2-error-
correcting codes in Sn under the Hamming metric for very large values of n. So as a result
we can give the following corollary.

Corollary 1.5 The numbers 91 and 907 are the only cases for n ≤ 1000 for which it is possible
that Sn contains a perfect 2-error-correcting code under the Hamming metric.

We observe that, based on the results presented in [12, 16, 25, 32] (see also [31, Table 2]),
the upper bound of A(n, 5) is significantly improved when n ≤ 14 compared to the sphere
packing bound. Thus, the non-existence of a 2-error-correcting code in Sn is evident for these
cases. However, for n ≥ 15, the best known upper bound for A(n, 5) is the sphere packing
bound (see also [19, Theorem 4]). Note that Theorem 1.1 does not reduce the upper bound
for A(n, 5), as its proof relies on when M = n!

BH
n (2)

is not an integer. However, in cases where

n holds true in Theorems 1.3 and 1.4 and 2n!
n2−n+2

is an integer, the upper bound for A(n, 5)
decreases by one. So as a result we can give the following corollary.

Corollary 1.6 If n2−n+2
2 is divisible by a prime exceeding

√
n + 2 and 2n!

n2−n+2
is an integer,

then A(n, 5) ≤ 2n!
n2−n+2

− 1.

By Corrollary 1.6, the upper bound of A(n, 5) is improved by one for the special cases of
n such as n ∈ {18, 27, 37, 38, 46}. Here we prove an additional upper bound on A(n, 5) as
follows.

Theorem 1.7 Let n be an integer such that n2 − n + 2 is divisible by a prime exceeding
n − � n

7 �. Then

A(n, 5) ≤ 2 × n!
n2 − n + 2

− 20n − 56

(n2 − n + 2)
√
698n2 − 1428n + 1274

√
n!

(n − � n
7 �)! .
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Note that, aswe show inCorollary 4.6, the set of integers n forwhichTheorem1.7 provides
an improved upper bound for A(n, d) is infinite. The following result shows that Theorem
1.7 improves the upper bound of A(n, 5) for all n ≥ 35 such that such that n2 − n + 2 is
divisible by a prime greater than n − � n

7 �.
Corollary 1.8 Let n ≥ 35 be an integer such that n2 −n+2 is divisible by a prime exceeding
n − � n

7 �. Then

A(n, 5) <
2 × n!

n2 − n + 2
− 3.334 × (n − �n

7
� + 1)

� n7 �−5
2 .

It is worth noting that the upper bound for A(n, 5) obtained in Theorem 1.7 is significantly
better than the upper bound provided in Corollary 1.8. For example, Theorem 1.7 reduces the
upper bounds of A(56, 5) and A(63, 5) by 1830 and 17435, respectively. However, Corollary
1.8 reduces the upper bounds of A(56, 5) and A(63, 5) by 812 and 10085, respectively.

2 Preliminaries

In this paper, we will adhere to the definitions and notations provided in [2]. For the reader’s
convenience, this section includes a summary of these notations and definitions. Additionally,
we prove Theorem 2.12 (below), which is essential for proving Theorem 1.4.

Definition 2.1 Let G be a finite group, and let B and C be two non-empty subsets of G. The
product of B and C , denoted by BC , is defined as {bc | b ∈ B, c ∈ C}, where by bc we refer
to the group operation. Additionally, for any g ∈ G, the product of B and the singleton set
{g} is denoted by Bg. Moreover, for any integer r ≥ 1, the product of B with itself r times,
denoted by Br , is defined as Br := {b1b2 . . . br | b1, b2, . . . , br ∈ B}. A subset B of G is
called inverse closed if B = B−1 := {b−1 | b ∈ B}. The identity element of G is denoted
by ξ .

A simple graph 	 consists of a non-empty set of vertices V (	) and a possibly empty set
of edges E(	), forming a subset of all 2-element subsets of V (	). Two vertices σ1 and σ2
are called adjacent, denoted by σ1 ∼ σ2, if {σ1, σ2} ∈ E(	).

Consider a finite group G and a non-empty inverse closed subset S of G such that
ξ /∈ S. Then the Cayley graph 	 := Cay(G, S) is a simple graph with V (	) = G and
E(	) = {{g, h} ∣∣ g, h ∈ G, gh−1 ∈ S

}
. Subsequently, a metric d	 is stablished on G by 	,

representing the shortest path length between two vertices in Cay(G, S).

Definition 2.2 Consider G a finite group and S a non-empty inverse-closed subset of G such
that ξ /∈ S. For a positive integer r and an element g ∈ G, we use the notationBS

r (g) to denote
the ball of radius r in G under the metric d	 induced by the Cayley graph 	 := Cay(G, S),
defined as BS

r (g) := {h ∈ G | d	(g, h) ≤ r}.
Remark 2.3 [2, Remark 2.6] Notice that BS

r (g) = (S ∪ {ξ})r g, for all g ∈ G, and therefore,
|BS

r (g)| = |BS
r (ξ)| = |(S ∪ {ξ})r |.

Definition 2.4 Consider a finite group G and a non-empty inverse closed subset S of G such
that ξ /∈ S. Let d	 be the metric induced by Cay(G, S). A subset C ⊆ Sn is termed an
(n, d)-PC under the metric d	 , if min{d	(σ, ρ) | σ �= ρ, σ, ρ ∈ Sn} ≥ d . Additionally, an
r-perfect code or a perfect code of radius r of G under the metric d	 is a subset C of G such
that G = ∪c∈CBS

r (c) and BS
r (c) ∩ BS

r (c′) = ∅ for any two distinct c, c′ ∈ C .
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Definition 2.5 [2, Definition 2.10] Let G be a group and 
 be a non-empty set.

• We say G acts on 
 (from the right) if there exists a function 
 × G → 
 denoted by
(θ, g) �→ θ g for all (θ, g) ∈ 
 × G if (θ g)h = θ gh and θξ = θ for all θ ∈ 
 and all
g, h ∈ G.

• For any θ ∈ 
 the set StabG(θ) := {g ∈ G | θ g = θ} is called the stabilizer of θ in G,
which is a subgroup of G.

• If the action is transitive (i.e., for any two elements θ1, θ2 ∈ 
, there exists g ∈ G
such that θ g1 = θ2), all stabilizers are conjugate under the elements of G, more precisely
g−1 StabG(θ1)g = StabG(θ2) whenever θ

g
1 = θ2.

• Suppose that G acts on 
 and |
| = k is finite. Fix an arbitrary ordering on the elements
of 
 so that θi < θ j whenever i < j for distinct elements θi , θ j ∈ 
. Denote by ρG


 the
map from G to GLk(Z) (the group of all k × k invertible matrices with integer entries)
defined by g �→ Pg , where Pg is the |
| × |
| matrix whose (i, j) entry is 1 if θ

g
i = θ j

and 0 otherwise.

Definition 2.6 Let G be a finite group and k be a positive integer. A group homomorphism
ρ from G to the general linear group GLk(C), which consists of k × k invertible matrices
over C, is called a (complex) representation of G with dimension k.

Definition 2.7 The (complex) representation ρ of a finite group G with dimension k is called
irreducible if it is impossible to find a matrix P ∈ GLk(C) and positive integeres k1, . . . , km ,
m ≥ 2, such that

∑m
i=1 ki = k and for all g ∈ G, P−1ρ(g)P has the form⎛

⎜⎝
A1 0

. . .

0 Am

⎞
⎟⎠ , (2.1)

where for each 1 ≤ i ≤ m, Ai ∈ GLki (C).

Definition 2.8 The character χρ of the representation ρ is a function from G to the complex
numbers, defined as χρ(σ ) = Tr[ρ(σ )], where Tr denotes the trace operation. The trace of
a square matrix A is the sum of its diagonal elements. The character χρ is called irreducible
if ρ is irreducible.

Definition 2.9 For any subset X of a finite group G, the notation X̂ refers to the element∑
x∈X x in the complex group algebra C[G] (see [2, P. 3-4]). Alsô

XρG

 refers to the element∑

x∈X xρG

 which is an element of GLk(Z), where ρG


 is the representation of G obtained
from the action of G on a non-empty set 
 of size k [2, Definition 2.10 and Remarks 2.11
and 2.12]).

Remark 2.10 Let H be a subgroup of a finite group G and X be the set of right cosets of H
in G, i.e., X := {Hg | g ∈ G}. Then G acts transitively on X via (Hg, g0) −→ Hgg0. It is
known that X partitions G, i.e., G = ∪x∈X x and x ∩ x ′ = ∅ for all distinct elements x and
x ′ of X , and |X | = |G|/|H |.
Definition 2.11 According to [2, Definition 3.1 and Remark 3.2], the Young subgroup cor-
responding to a partition (λ1, . . . , λm) of a positive integer n refers to the subgroup H
of Sn defined as H := S
1 × · · · × S
m = {σ1 · · · σm | σi ∈ S
i , 1 ≤ i ≤ m}, where
(
1, . . . , 
m) = ({1, . . . , λ1}, {λ1 + 1, . . . , λ1 + λ2}, . . . , {n − λm + 1, . . . , n}), and S
i

denotes the symmetric group on the set 
i for all i = 1, . . . ,m. Furthermore, if λ and μ are
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two partitions of n, we say that λ dominates μ, denoted as λ � μ, if
∑ j

i=1 λi ≥ ∑ j
i=1 μi

holds for all j .

Theorem 2.12 Let G be a finite group, S be an inverse closed set not containing the identity
and C ⊂ G be an r-perfect code under the metric induced by Cay(G, S). Suppose that G

acts transitively on a finite set X. If
∑

b∈(S∪{ξ})r bρG
X is invertible, then |{h ∈ C | xh = y}| =

|StabG (z)|
|(S∪{ξ})r | for any three elements x, y, z ∈ X.

Proof Denote ρG
X by ρ, |(S ∪ {ξ})r | by τ and the constant |StabG(x)| (for all x ∈ X ) by κ .

In view of [2, Remark 2.9], since C is a r -perfect code, T̂ Ĉ = Ĝ, where T := (S ∪ {ξ})r .
Apply ρ on latter (see [2, Equation 2.3]). In view of the last part of Definitions 2.5 and 2.9,
the (i, j) entry of

∑
g∈G gρ is |{g ∈ G | xgi = x j }| for any two elements xi and x j of X . If

the latter cardinality is not zero, it is |StabG(xi ) f | for any f ∈ {g ∈ G | xgi = x j }. Note
that |StabG(xi ) f | = |StabG(xi )|. Now∑g∈G gρ = κJ, where J is the |X | × |X | matrix all
of whose entries are 1.

Denote the matrix
∑

b∈(S∪{ξ})r
bρ by B. It follows that

BC� = κj, (2.2)

where C� is the �th column of
∑

c∈C cρ and j is any column of J. Since the sum of each row
of the matrix B is τ , we have Bj = τ j. Thus B

(
κ
τ
j
) = κj. Since B is invertible, it follows that

C� = κ
τ
j. Thus (i, j) entry of C is

|{c ∈ C | xci = x j }| = κ

τ

for all i, j . This completes the proof. ��

3 Non-existence of perfect 2-error-correcting codes

In this section, wewill prove Theorems 1.2, 1.4 and 1.3. First, in Lemma 3.3 (below), we show
that the non-existence of 1-perfect codes in Sn under the metric induced by Cay(Sn,Sn#

t )

(see Definition 3.1, below) is equivalent to the non-existence of perfect t-error-correcting
codes in Sn under the Hamming metric. After that, using the method we developed in [2], we
prove Theorems 1.2 and 1.4. Finally, by utilizing the main result of [29], we prove Theorem
1.3.

Throughout this paper, for a permutation π ∈ Sn , we employ the vector notation of π as
[π(1), π(2), . . . , π(i), π(i + 1), . . . , π(n)]. The composition of two permutations π and σ

in Sn , denoted by σπ , is defined as σπ(i) = π(σ(i)) for all i ∈ [n]. For distinct elements
i, j ∈ [n], (i, j), which is called transposition, is the permutation obtained from exchanging
i and j in ξ .

Definition 3.1 Let t be an integer. We denote bySn
t andS

n#
t the sets {σ ∈ Sn | |M(σ )| ≤ t}

andSn
t \ {ξ}, respectively. Note that since M(σ ) = M(σ−1) for all σ ∈ Sn ,Sn

t is an inverse
closed subset of Sn .

Remark 3.2 According to Definition 3.1, it is clear that for each τ ∈ Sn and 1 ≤ t ≤ n,
BH
n (τ, t) = Sn

t τ and alsoSn
2 is the set consisting of the identity and all transpositions in Sn .
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The following lemma helps us to use the method we developed in [2] to find the upper bound
of A(n, 5) and to prove the non-existence of perfect 2-error-correcting codes in Sn under the
Hamming metric for some values of n.

Lemma 3.3 Let 2 ≤ t ≤ n

2
be an integer and d	 be the metric induced by the graph

	 = Cay(Sn,Sn#
t ). If C ⊆ Sn is an (n, 2t + 1)-PC under the Hamming metric, then C is

an (n, 3)-PC under the metric d	 . In particular, if C is a perfect t-error-correcting code in
Sn under the Hamming metric, then C is an 1-perfect code in Sn under the metric d	 .

Proof Let S := Sn#
t . In View of Remark 2.3, BS

1 (τ ) = Sn
t τ for all τ ∈ Sn . Also by Remark

3.2, BH
n (τ, t) = Sn

t τ and so BS
1 (τ ) = BH

n (τ, t) for all τ ∈ Sn . Let C be an (n, 2t + 1)-
PC under the Hamming metric. Suppose that c and c′ are two distinct elements of C such
that there exists σ ∈ BH

n (c, t) ∩ BH
n (c′, t). Then it follows from the triangle inequality,

dH (c, c′) ≤ dH (c, σ )+ dH (c′, σ ) ≤ 2t that is a contradiction. So BH
n (c, t)∩BH

n (c′, t) = ∅

for all distinct elements c, c′ ∈ C . Hence, BS
1 (c) ∩ BS

1 (c′) = ∅ for all distinct elements
c, c′ ∈ C . Now suppose on the contrary that there exist distinct elements c and c′ in C such
that d	(c, c′) < 3. If d	(c, c′) = 1, then {c, c′} ⊆ BS

1 (c) ∩ BS
1 (c′) that is a contradiction.

If d	(c, c′) = 2, then there exists σ0 ∈ Sn such that c ∼ σ0 ∼ c′ is the shortest path in the
graph 	 between c and c′. So σ0 ∈ BS

1 (c) ∩BS
1 (c′) that is a contradiction. Therefore, C is an

(n, 3)-PC under the metric d	 . This completes the proof of first part. The proof of the second
part follow from the definitions of perfect t-error-correcting codes in Sn under the Hamming
metric and 1-perfect codes in Sn under the metric d	 and the fact that BS

1 (τ ) = BH
n (τ, t) for

all τ ∈ Sn . This completes the proof. ��
Lemma 3.4 Let H be the Young subgroup of Sn corresponding to the partition λ := (n −
r , 1, . . . , 1︸ ︷︷ ︸

r

) and X be the set of right cosets of H in Sn. Then
̂

(Sn
2)

ρ
Sn
X is a symmetric matrix

A = (ai j )�×�, where � = n!
(n−r)! , with the following properties:

(1) aii = (n−r)(n−r−1)+2
2 for all i ∈ [�].

(2) ai j ∈ {0, 1} for all distinct elements i, j ∈ [�].
(3)
∑�

j=1 ai j = n2−n+2
2 for all i ∈ [�].

Proof In view of [2, Remark 3.2], without loss of generality we may assume that λ is the
partition {[n − r ], {n − r + 1}, {n − r + 2}, . . . , {n}} of n and therefore H ∼= Sn−r . Let
F := {( f1, f2, . . . , fr ) ∈ [n]r | ∀ i �= j, fi �= f j }. Corresponding to each ordered r -
tuple F = ( f1, . . . , fr ) ∈ F , let SFn := {σ ∈ Sn | σ(n − r + 1) = f1, σ (n − r + 2) =
f2, . . . , σ (n) = fr }. It is easy to see that SFn = Hσ for each σ ∈ SFn . So S

F
n is a right coset of

H in Sn . Further, if F and F̄ are two distinct elements ofF , then it is clear that SFn ∩ SF̄n = ∅.
Hence, it follows from |F | = � and Remark 2.10 that X = {SFn | F ∈ F} is the set of all right
cosets of H in Sn . Suppose that F1, F2, . . . , F� are all ordered r -tuples inF . Fix the ordering

of X such that SFin < S
Fj
n if i < j , for all i, j ∈ [�]. In view of Definition 2.5, the (i, j)

entry of
̂

(Sn
2)

ρ
Sn
X is equal to |Oi j |, where Oi j := {t ∈ Sn

2 | SFin t = S
Fj
n }. Since Oi j = O j i

for all i, j ∈ [�], A is a symmetric matrix. Let (i, j) ∈ Sn
2 and let F = ( f1, . . . , fr ) and

F̄ = ( f̄1, . . . , f̄r ) be two distinct elements of F . The sufficient condition for SFn (i, j) = SFn
is {i, j} ∩ { f1, . . . , fr } = ∅. So it follows from SFn ξ = SFn that ass = (n−r)(n−r−1)

2 + 1
for all s ∈ [�]. Suppose on the contrary that there exists (i ′, j ′) ∈ Sn

2 \ {(i, j)} such that

SFn (i, j) = SF̄n = SFn (i ′, j ′). Since F �= F̄ we have P1 := { f1, . . . , fr } ∩ {i, j} �= ∅ and
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P2 := { f1, . . . , fr } ∩ {i ′, j ′} �= ∅. Suppose that fm ∈ P1 for some m ∈ [r ]. Then since
{i, j} �= {i ′, j ′}, (σ(i, j)

)
(n − r + m) �= (σ(i ′, j ′)

)
(n − r + m), for all σ ∈ SFn . Hence,

SFn (i, j) �= SFn (i ′, j ′) that is a contradiction. Therefore, ai j ∈ {0, 1} for all distinct elements
i, j ∈ [�]. Note that for each x ∈ [�], since ∪�

y=1Oxy = Sn
2 and Oxy ∩ Oxy′ = ∅ for all

y �= y′ ∈ [�], we have∑�
j=1 ai j = n2−n

2 + 1 for all i ∈ [�]. This completes the proof. ��
Proof of Theorem 1.2 Let H be the Young subgroup of Sn corresponding to the partition
λ := (n − r , 1, . . . , 1︸ ︷︷ ︸

r

) and X be the set of right cosets of H in Sn . Suppose on the contrary

that C is an 1-perfect code in Sn under the metric d	 , where d	 is the metric induced by the
graph 	 = Cay(Sn,Sn#

2 ). So, in view of [2, Remark 2.9 and Equation 2.3], we have

( ∑
s∈Sn

2

sρ
Sn
X
)(∑

c∈C
cρ

Sn
X
) =
∑
g∈Sn

gρ
Sn
X . (3.1)

Suppose that X = {Ha1, . . . , Ha�}, where � = n!
(n−r)! . Without loss of generality, we may

assume that a1 = ξ . We fix the ordering Hai < Ha j whenever i < j . By [2, Lemma 2.13],

the (i, j) entry of
∑

g∈Sn g
ρ
Sn
X is equal to |Sn ∩ ai−1Ha j | and since ai−1Ha j ⊆ Sn , the

(i, j) entry of
∑

g∈Sn g
ρ
Sn
X is equal to |ai−1Ha j | = |H |. So if βββ is a column of

∑
g∈Sn g

ρ
Sn
X ,

then βββ = |H |1 = (n − r)!1. Let ρρρ be the first column of
∑

c∈C cρ
Sn
X . Then [2, Lemma

2.13] implies that for all 1 ≤ i ≤ �, i-th row of ρρρ, denoted by ρi , is equal to |C ∩ Hai |.
Since C = C ∩ Sn = ∪�

i=1(C ∩ Hai ) and (C ∩ Hai ) ∩ (C ∩ Ha j ) = ∅ for all i �= j ,∑�
i=1 ρi = |C |. Therefore ρρρ is an integer solution for the following system of equations

A(x1, . . . , x�)
t = |H |1 = (n − r)!1, (3.2)

whereA := ̂
(Sn

2)
ρ
Sn
X and 1 is the column vector of order �×1. It follows fromLemma 3.4 that

A is a matrix of dimension � × �, with properties specified in parts (1), (2) and (3). Clearly,
ααα = 2(n−r)!

n2−n+2
1 is a solution for the the system of (3.2). It follows from Lemma 3.4 that, for all

1 ≤ i ≤ �, aii = (n−r)(n−r−1)+2
2 and

∑�
j=1,i �= j ai j = n2−n+2

2 − (n−r)(n−r−1)+2
2 . So r ≤ n

5

implies that aii >
∑�

j=1,i �= j ai j for all 1 ≤ i ≤ �. Therefore, in view of Levy-Desplanques
Theorem [21, p. 125], A is a non-singular matrix. Hence ααα is the only solution for the the

system of (3.2). On the other hands, since n2−n+2
2 is divisible by a prime exceeding n − r ,

ααα is not integer vector and so the system of (3.2) has not solution that is contradiction. Then
Sn contains no 1-perfect code under the metric d	 and so the result follows from Lemma 3.3.
This completes the proof. ��
Definition 3.5 Let χ be a character of Sn and let τ be a transposition in Sn . We define
λχ := n(n−1)

2χ(ξ)
χ(τ ).

Theorem 3.6 Let n be a positive integer. Assume that n admits a partition� such that n
2−n+2

2
does not divide the size of the Young subgroup of� andλχ > −1 for the irreducible character
χ corresponding to the partition �. Then Cay(Sn,Sn#

2 ) has no 1-perfect code.

Proof Let H be the Young subgroup of Sn corresponding to the partition � and X be the set
of right cosets of H in Sn . In view of Definition 2.5 and Remark 2.10, since the action of Sn
on X is transitive, |StabSn (Hx)| = |H |, for all right coset Hx ∈ X . Since Sn#

2 is the set of
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all transpositions in Sn , |Sn
2 | = n2−n+2

2 . So if we prove that
̂

(Sn
2)

ρ
Sn
X is invertible, then since

|Sn
2 | � |StabSn (Hx)| for some right coset Hx ∈ X , Theorem 2.12 completes the proof.

It is known that each irreducible representation appearing in the decomposition of ρ
Sn
X

into irreducible representations are equivalent to the irreducible representation ρ�′ of Sn
corresponding to some partition �′ of n such that �′ � � (see [22, Corollary 2.2.22]). It
follows from [17, Lemma10] thatλχ�′ ≥ λχ > −1,whereχ�′ is the character corresponding
to ρ�′ . Since all transpositions are conjugate in Sn (i.e., for any two transpositions σ, π ∈ Sn ,

there exists ρ ∈ Sn such that σ = ρ−1πρ) it follows from [17, Lemma 5] that ̂(Sn
2)

ρ�′ =
(1 + λχ�′ )I , where I denotes the identity matrix. Therefore

̂
(Sn

2)
ρ
Sn
X is invertible and this

completes the proof. ��
Proof of Theorem 1.4 It follows from [17, Lemma 7] that for any transposition τ ∈ Sn and
any irreducible character χ of Sn corresponding to the partition � = (λ1, . . . , λm), we have

χ(τ)

χ(ξ)
= 1

n(n − 1)

m∑
j=1

[(λ j − j)(λ j − j + 1) − j( j − 1)].

Therefore, if � is a partition with property (1) in the hypothesis and χ is the irreducible
character of Sn corresponding to the partition �, then λχ > −1. Let H be the Young
subgroup of Sn corresponding to the partition �. Since |H | = λ1! · · · λm !, it follows from
Theorem 3.6 that there is no 1-perfect code in Cay(Sn,Sn#

2 ). So the result follows from
Lemma 3.3 and this completes the proof. ��
Definition 3.7 [29] Let G be a group and T be a non-empty subset of G. We say that T
divides G if and only if G contains a subset S such that every element of G has a unique
representation as ts with t ∈ T and s ∈ S, where by ts we refer to the group operation, in
which case we write G = T · S.
Lemma 3.8 If C is a perfect t-error-correcting code in Sn under the Hamming metric, then
Sn = Sn

t · C.

Proof SinceC is a perfect t-error-correcting code in Sn under the Hamming metric, for every
element σ ∈ Sn , there exists a unique element c ∈ C such that σ ∈ BH

n (c, t). Now Remark
3.2 implies that there exists a unique element s ∈ Sn

t such that σ = sc and this completes
the proof. ��
Remark 3.9 The result of Lemma 3.8 can be generalized to any group G equipped with a
right-invariant metric d , i.e., d(xh, yh) = d(x, y) for all x, y, h ∈ G. By the right-invariance
of d , the metric ball centered at c ∈ G with radius t can be expressed as B(c, t) := {g ∈ G |
d(c, g) ≤ t} = B(ξ, t)c. Using a similar argument as in the proof of Lemma 3.8, it follows
that if C is a t-perfect code in G under the metric d , then G = B(ξ, t) ·C . Where a t-perfect
code inG under d is a subsetC ⊆ G such thatG =⋃c∈C B(c, t) and B(c1, t)∩B(c2, t) = ∅

for all c1 �= c2.

Theorem 3.10 [29] Let T be the set consisting of the identity and all transpositions in Sn. If
n2−n+2

2 is divisible by a prime exceeding
√
n + 2, then T does not divide Sn.

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3 Since Sn
2 is the set consisting of the identity and all transpositions in

Sn , the result follows from Theorem 3.10 and Lemma 3.8. This completes the proof. ��
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Lemma 3.11 If n ∈ {6, 137, 733}, then Sn contains no perfect 2-error-correcting code under
the Hamming metric.

Proof If n = 6, 137 and 733, respectively, then consider the partition � as [3, 3],
[21, 21, 10, . . . , 10︸ ︷︷ ︸

9

, 5] and [57, 57, 28, . . . , 28︸ ︷︷ ︸
22

, 3]. Then � satisfies Theorem 1.4 and this

completes the proof. ��
We now prove Corollary 1.5.

Proof of Corollary 1.5 In light of Theorem 1.3, we find that n = 6, 91, 137, 733, and 907 are
the only values for n ≤ 1000 where it is possible for Sn to contain a perfect 2-error-correcting
code under the Hamming metric. Furthermore, according to Lemma 3.11, if n ∈ 6, 137, 733,
then Sn does not contain a perfect 2-error-correcting code under the Hamming metric. This
completes the proof. ��

4 New upper bound of A(n, 5)

In this section, we prove Theorem 1.7. For the latter, we use a method similar to the one
we used in [27] to find an upper bound for the size of the largest PC with a minimum
Kendall τ -distance of 3. Here, we provide some notations used in the proof of Theorem 1.7.
The transposition of a matrix or vector is denoted by ·t . The inner product of two vectors
x = (x1, . . . , xn)t and y = (y1, . . . , yn)t in R

n is defined as 〈x, y〉 := xty =∑n
i=1 xi yi , the

notation ‖ x ‖:= √〈x, x〉 denotes the 2-norm of vector x and the notation ‖ x ‖1:=∑n
i=1 |xi |

denotes the 1-norm of vector x, where |a| denotes the absolute value of real number a.

Definition 4.1 [30]Apolyhedral cone is a subsetC ⊂ R
n of the formC := {x ∈ R

n | Ax ≤ 0},
for a matrix A ∈ R

m×n and column vector 0 of order m × 1 whose entries are equal to 0.

Remark 4.2 [27, Remark V.3] Let C = {x ∈ R
n | Ax ≤ 0} be a polyhedral cone for a non-

singularmatrix A ∈ R
n×n . In view of [30, p. 104-105], the vectord ∈ R

n is called an extreme
ray of C , if there exists 1 ≤ i ≤ n such that Aid = 0 and aid ≤ 0, where ai denotes the i-th
row of the matrix A and Ai is the submatrix of A obtained by removing ai . We say that two
extreme rays d and d′ of C are equivalent, and denote it by d ∼ d′, if one is a positive multiple
of the other. In view of [30, p. 101-105], the number of equivalence classes of extreme rays in
C is finite. Also according to [30, p. 105], if {w1, . . . ,ws} is a complete set of representatives
of all equivalence classes of extreme rays in C, then C = {∑s

i=1 λiwi | λi ≥ 0}.

Theorem 4.3 Let n and r ≤ n
7 be integers such that n2−n+2

2 � (n − r)!. Then

A(n, 5) ≤ 2 × n!
n2 − n + 2

− 20n − 56

(n2 − n + 2)
√
698n2 − 1428n + 1274

√
n!

(n − r)! .

Proof Let C be an (n, 5)-PC in Sn under the Hamming metric. It follows from Lemma 3.3
that C is an (n, 3)-PC in Sn under the metric d	 , where d	 is the metric induced by the
graph 	 = Cay(Sn,Sn#

2 ). Let H be the Young subgroup of Sn corresponding to the partition
λ := (n− r , 1, . . . , 1︸ ︷︷ ︸

r

) and Y be the set of right cosets of H in Sn . It follows from Lemma 3.4

that
̂

(Sn
2)

ρ
Sn
Y is a matrix A = (ai j )�×�, with � = n!

(n−r)! , which satisfies the properties listed

123



Cryptography and Communications

in parts (1), (2), and (3) of Lemma 3.4. [2, Theorem 2.14] implies that the optimal value of
the objective function of the following integer programming problem gives an upper bound
on |C |

Maximize
�∑

i=1

xi ,

subject to A(x1, . . . , x�)
t ≤ |H |1 = (n − r)!1,

xi ∈ Z, xi ≥ 0, i ∈ {1, . . . , �},
where 1 is a column vector of order � × 1 whose entries are equal to 1. Let ααα be a feasible
solution for the above linear inequality system that achieves the optimum of the objective
function and βββ := 2(n−r)!

n2−n+2
1. It follows from the part (3) of Lemma 3.4 that the sum of every

row in A is equal to n2−n+2
2 and so Aβββ = (n−r)!1. Since n2−n+2

2 � (n−r)!, we haveααα �= βββ.

It is clear that
∑�

i=1 αi ≤ 2(n!)
n2−n+2

, where αi denotes the i-th entry of ααα, and suppose that∑�
i=1 αi = 2(n!)

n2−n+2
− k for a non-negative number k. Consider two vectors

−→
βββααα := ααα − βββ

and −1. We let

μ :=
〈
−1,

−→
βββααα
〉

‖ −1 ‖‖ −→
βββααα ‖

= 〈−1,ααα − βββ〉
‖ −1 ‖‖ ααα − βββ ‖

= 〈−1,ααα〉 + 〈−1,−βββ〉
‖ −1 ‖‖ ααα − βββ ‖

= �
2(n−r)!
n2−n+2

−∑�
i=1 αi

√
�

√∑�
i=1(αi − βi )2

= k
√

�

√∑�
i=1(αi − βi )2

,

where βi denotes the i-th entry of βββ. Since for each i ∈ [�], αi is an integer number, we have
|αi − βi | ≥ 2

n2−n+2
. Hence,

k ≥ μ
√

�

√
4�

(n2 − n + 2)2
= μ

2�

n2 − n + 2
. (4.1)

Let C := {x ∈ R
� | Ax ≤ (n − r)!1} = {x ∈ R

� | A(x−βββ) ≤ 0}. In view of Definition 4.1, C
is a polyhedral cone. It follows from Lemma 3.4 that, for all 1 ≤ i ≤ �, aii = (n−r)(n−r−1)+2

2

and
∑�

j=1,i �= j ai j = n2−n+2
2 − (n−r)(n−r−1)+2

2 . So r ≤ n
7 implies that aii >

∑�
j=1,i �= j ai j

for all 1 ≤ i ≤ �. Therefore, Levy-Desplanques Theorem [21, p. 125] implies that A is a
non-singular matrix. Also, since λ0u + (1 − λ0)v ∈ C for all u, v ∈ C and λ0 ∈ [0, 1], C
is a convex set. It is clear that βββ,ααα ∈ C and so the vector

−→
βββααα belongs to C. Suppose that

{w1, . . . ,ws} is a complete set of representatives of all equivalence classes of extreme rays

in C such that ‖ wi ‖= 1 for all 1 ≤ i ≤ s. Since
−→
βββααα ∈ C, it follows from Remark 4.2 that

there exist non-negative real numbers λ1, . . . , λs such that
−→
βββααα =∑s

i=1 λiwi . Then

μ =
〈
−1,

−→
βββααα
〉

‖ 1 ‖‖ −→
βββααα ‖

=
〈−1,

∑s
i=1 λiwi

〉
‖ −1 ‖‖∑s

i=1 λiwi ‖ .
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Since ‖∑s
i=1 λiwi ‖≤∑s

i=1 λi ‖ wi ‖,

μ ≥
∑s

i=1 λi 〈−1,wi 〉
‖ −1 ‖ (

∑s
i=1 λi ‖ wi ‖) ,

and since ‖ wi ‖= 1 for all 1 ≤ i ≤ s,

μ ≥
s∑

i=1

λi 〈−1,wi 〉
(
∑s

j=1 λ j ) ‖ −1 ‖

=
s∑

i=1

λi∑s
j=1 λ j

〈−1,wi 〉
‖ −1 ‖ ≥

s∑
i=1

λi∑s
j=1 λ j

μ0 = μ0, (4.2)

where μ0 := min

{ 〈−1,wi 〉
‖ −1 ‖

∣∣ 1 ≤ i ≤ s

}
.

Suppose that μ0 = 〈−1,wr 〉
‖ −1 ‖ for some 1 ≤ r ≤ s. Hence it follows from Remark 4.2 that

there exists i ∈ [n] such that Aiwr = 0 and aiwr ≤ 0, where ai is the i-th row of the matrix
A and Ai is the matrix obtained by removing ai of the matrix A. According to the properties
of the matrix A, without loss of generality, we may assume that i = �. Suppose that ρρρ is the
�-th column of A� and J is the (� − 1) × (� − 1) matrix obtained by removing the column
ρρρ of the matrix A�. Levy-Desplanques Theorem implies J is a non-singular matrix. Hence,
A�(x1, . . . , x�)

t = J (x1, . . . , x�−1)
t + ρρρx� = 0 implies (x1, . . . , x�−1)

t = −J−1ρρρx�.
In the sequal, we show that a�(J−1ρρρ,−1)t ≤ 0 and therefore by placing x� = −1 we
have (−J−1ρρρx�, x�)

t ∼ wr . It follows from [33, Theorem 1] and Lemma 3.4 that if 
 :=
min{|Jii | −∑�−1

j=1, j �=i |Ji j | | 1 ≤ i ≤ � − 1}, then ‖ J−1 ‖∞:= max{∑�−1
j=1 |(J−1)i j | | 1 ≤

i ≤ � − 1} ≤ 1


. Lemma 3.4 and r ≤ n

7 imply that


 = (n − r)(n − r − 1)

2
+ 1 − (

n2 − n

2
+ 1 − (n − r)(n − r − 1)

2
− 1) >

23n2 − 35n

98
.

So ‖ J−1 ‖∞≤ 98
23n2−35n

. For each matrix M = (mi j )n×n , we let |M| := (|mi j |)n×n . So we
have

‖ J−1ρρρ ‖1= tr(|J−1ρρρ|1t ) ≤ tr(|J−1|ρρρ1t ).

Since the inverse of a symmetric matrix is a symmetric matrix, J−1 is a symmetric matrix.
Suppose that ρi denotes the i-th entry of ρρρ. It follows from Lemma 3.4 that ρi ∈ {0, 1} for
all 1 ≤ i ≤ � − 1 and if τ := {i ∈ [� − 1] | ρi = 1}, then it follows from r ≤ n

7 that

|τ | = n2 − n

2
+ 1 − (n − r)(n − r − 1)

2
− 1 ≤ 13n2 − 7n

98
.
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Then we have

tr(|J−1|ρρρ1t ) =
�−1∑
i=1

∑
j∈τ

|(J−1)i j |

=
∑
j∈τ

�−1∑
i=1

|(J−1)i j |

=
∑
j∈τ

�−1∑
i=1

|(J−1) j i |

≤
∑
j∈τ

‖ J−1 ‖∞≤ |τ | ‖ J−1 ‖∞,

and therefore,

‖ J−1ρρρ ‖1≤ 13n2 − 7n

98
× 98

23n2 − 35n
= 13n − 7

23n − 35
. (4.3)

So, parts (1) and (2) of Lemma 3.4 and r ≤ n
7 imply that

a�(J
−1ρρρ,−1)t ≤‖ J−1ρρρ ‖1 − (n − r)(n − r − 1)

2
− 1 ≤ 0

and so (J−1ρρρ,−1)t ∼ wr . Hence,

μ0 =
〈−1, (J−1ρρρ,−1)t

〉
‖ 1 ‖‖ (J−1ρρρ,−1)t ‖ = 1 − 〈1, J−1ρρρ

〉
√

�
√
1+ ‖ J−1ρρρ ‖2

≥ 1− ‖ J−1ρρρ ‖1√
�

√
1+ ‖ J−1ρρρ ‖21

. (4.4)

Hence, relations (4.3) and (4.4) imply

μ0 ≥ 10n − 28√
�
√

(23n − 35)2 + (13n − 7)2
, (4.5)

and therefore the result follows from relations (4.1), (4.2) and (4.5). This completes the
proof. ��
Remark 4.4 Since the best possible bound in Theorem 4.3 is achieved for r = � n

7 �, and since
the condition that n2−n+2 is divisible by a prime exceeding n−� n

7 � is a sufficient condition
for the n2−n+2

2 � (n − � n
7 �)!, we reformulated Theorem 4.3 as Theorem 1.7.

In the following, we demonstrate that Theorem 1.7 provides a better upper bound for
A(n, d) for infinitely many natural numbers n. This case corresponds to the question posed
in [1]. For the reader’s convenience, we restate the result as Theorem 4.5 and Corollary 4.6.

Next, we review the definitions necessary for proving Theorem 4.5. A polynomial of
degree k over Z is defined as f (x) = akxk + ak−1xk−1 + · · · + a1x + a0, where ai ∈ Z

for all 0 ≤ i ≤ k and ak �= 0. A polynomial f (x) is called a constant polynomial if ai = 0
for all 1 ≤ i ≤ k. Additionally, a non-constant polynomial over Z is called irreducible if
it cannot be factored into two polynomials of lower degree with integer coefficients. For a
polynomial f (x) over Z, we define � f as the smallest subset of prime numbers such that
for every integer n ∈ Z, all prime factors of f (n) belong to � f .
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Theorem 4.5 Let f (x) be an irreducible polynomial over Z of degree greater than 1. Then
there are infinitely many positive integers n for which f (n) has a prime divisor greater than
n.

Proof We first show that � f is an infinite set (see [28]). Assume that f (x) = amxm +
· · · + a1x + a0, where m ≥ 2 and ai ∈ Z for all 0 ≤ i ≤ m. Since f (x) is an irreducible
polynomial, f (0) = a0 �= 0. Define g(x) := f (a0x)

a0
. It is clear that g(x) is a non-constant

polynomial over Z such that g(0) = 1.
As a contradiction, assume that �g is a finite set and p1, . . . , pk are all elements of �g .

Let q := ∏k
i=1 pi . It is obvious that for all non-zero elements t ∈ Z, g(qt) ≡ g(0) ≡ 1

(mod q). Suppose that there exists 1 ≤ i ≤ k such that pi | g(qt). Hence, there are non-zero
integers s and r such that pi s = g(qt) and g(qt) = qr + 1. So, pi (s − q

pi
r) = 1, which

implies pi = 1, a contradiction. Thus, we must have pi � g(qt) for all 1 ≤ i ≤ k. Therefore,
g(qt) = 1 for all non-zero elements t ∈ Z. Hence, since g(x) takes a constant value for
infinitely many integers, g(x) must be a constant polynomial that is a contradiction. Thus,
�g that is a subset of � f is an infinite set and therefore � f is an infinite set.

Now, suppose that p ∈ � f and p | f (n) for some n ∈ Z. If n ≡ j (mod p), then it is
clear that there is a non-zero integer d such that f (n) = dp + f ( j). Therefore p | f ( j).
Hence, for each p ∈ � f we may choose n < p such that p | f (n). Finally, since for each
n ∈ Z, f (n) �= 0, the result follows from the fact that there are only finitely many primes p
such that p | f (n). This completes the proof. ��
Corollary 4.6 There are infinity many natural numbers n such that n2 − n + 2 has a prime
divisor greater than n.

Proof Since f (x) = x2 − x + 2 is an irreducible polynomial over Z, the result follows from
Theorem 4.5. This completes the proof. ��
Proof of Corollary 1.8 It follows from Theorem 1.7 that A(n, 5) ≤ 2n!

n2−n+2
− k, where

k = 20n − 56

(n2 − n + 2)
√
698n2 − 1428n + 1274

√
n!

(n − � n
7 �)! .

Since n ≥ 35, r := � n
7 � ≥ 5. Hence,

k =
√

(20n − 56)2n(n − 1)(n − 2)(n − 3)(n − 4)

(n2 − n + 2)2(698n2 − 1428n + 1274)
×
√√√√r−1∏

i=5

(n − i)

=
√
400n7 − 6240n6 + 39536n5 − 129760n4 + 231360n3 − 210560n2 + 75264n

698n6 − 1408n5 + 7604n4 − 6050n3 + 9730n2 − 5660n + 5096
a,

where a =∏r−1
i=5 (n − i)

1
2 . Now, n ≥ 35 implies that

k ≥
√
7760n6 + 1383760n4 + 7887040n2 + 75264n

698n6 − 53326n4 − 202020n2 − 193004
× (n − r + 1)

r−5
2

>

√
7760

698
× (n − r + 1)

r−5
2 � 3.334 × (n − r + 1)

r−5
2 ,

and this completes the proof. ��
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Remark 4.7 The numbers 37, 38, 46, 51, 60, 62, 66, 68, 79, 83, 91, 92, and 95 are the only
integers between 35 and 100 that do not satisfy the condition that n2 − n + 2 is divisible by
a prime greater than n − � n

7 �.
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